
A R T I F I C I A L  I N T E L L I G E N C E  A N D  I N F O R M AT I C S

Copyright@Author(s) - Available online at dirjournal.org.
Content of this journal is licensed under a Creative Commons
Attribution-NonCommercial 4.0 International License.

ABSTRACT
The rapid evolution of artificial intelligence (AI), particularly in deep learning, has significantly im-
pacted radiology, introducing an array of AI solutions for interpretative tasks. This paper provides 
radiology departments with a practical guide for selecting and integrating AI solutions, focusing 
on interpretative tasks that require the active involvement of radiologists. Our approach is not to 
list available applications or review scientific evidence, as this information is readily available in 
previous studies; instead, we concentrate on the essential factors radiology departments must 
consider when choosing AI solutions. These factors include clinical relevance, performance and 
validation, implementation and integration, clinical usability, costs and return on investment, and 
regulations, security, and privacy. We illustrate each factor with hypothetical scenarios to provide 
a clearer understanding and practical relevance. Through our experience and literature review, we 
provide insights and a practical roadmap for radiologists to navigate the complex landscape of 
AI in radiology. We aim to assist in making informed decisions that enhance diagnostic precision, 
improve patient outcomes, and streamline workflows, thus contributing to the advancement of 
radiological practices and patient care.
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Over the last few years, the field of artificial intelligence (AI), particularly deep learning 
(DL), has advanced exponentially. This powerful technology has made its way into nu-
merous sectors, with healthcare being a prime example.1 DL involves creating robust 

models capable of performing tasks that traditionally require human intelligence, and it relies 
heavily on data. Radiology, in particular, has garnered significant interest within the DL con-
text due to its digital nature and the abundance of structured data, such as medical images 
and radiology reports.2

In the initial phases of DL’s emergence in the healthcare sector, its application was large-
ly confined to academic and research settings.3 These environments provided the perfect 
proving ground for DL algorithms, allowing researchers to refine their models against vast 
repositories of medical images and data. However, as the technology matured and demon-
strated its efficacy, there was a noticeable shift from academic research to real-world clinical 
applications.4-7 

This transition was marked by a significant uptick in the development and deployment of 
DL-based tools and systems in clinical settings. As of 2023, the market has seen a prolifera-
tion of DL-based applications, with approximately 692 United States Food and Drug Admin-
istration (FDA)-approved and 220 “Conformité Européenne” (CE)-marked products available 
from a diverse range of vendors.8,9 This surge reflects not only the growing confidence in DL 
technologies but also an increasing demand for advanced AI tools in medical diagnostics. 
Each year, the commercial market is enriched with new and innovative DL products designed 
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for medical image interpretation, signaling a 
dynamic and rapidly evolving landscape in 
radiological practices. Figure 1 illustrates the 
commercially available CE and FDA-marked 
DL applications per subspecialty, while Fig-
ure 2 depicts the number of commercially 
available FDA-approved applications each 
year since 2010.8

In radiology, DL is broadly utilized for two 
types of tasks: interpretative and non-inter-
pretative. Interpretative tasks include quanti-
fication, segmentation, and diagnosis, which 
traditionally required manual labor from 
radiologists or were not available at all.10-12 
Non-interpretative tasks, on the other hand, 
encompass image creation using DL recon-
struction, patient scheduling, and other ad-
ministrative processes.13,14 This distinction is 
crucial in understanding the comprehensive 
impact of DL in this field.

Although non-interpretative tasks are 
critical for the efficiency of radiology de-
partments, they predominantly address ad-
ministrative aspects that typically concern 
a specific subset of radiologists, such as de-
partment heads. These tasks are often man-
aged through built-in features provided by 
image manufacturers, hospital information 
systems, or picture archive and communica-
tion systems, which may minimize the need 
for active radiologist involvement in deci-
sion-making. 

In contrast, interpretative tasks, which 
form the core of radiological practice, are 
significantly impacted by DL technologies. 
These tasks necessitate the expertise and 
active participation of radiologists, placing 

them at the forefront of decision-making 
processes and directly benefiting from DL 
advancements. 

Scope of the paper
Considering the substantial role and di-

rect involvement of radiologists in interpre-
tative tasks, this paper focuses on the selec-
tion and implementation of AI solutions for 
these specific functions. The emphasis on 
interpretative tasks aligns with the overarch-
ing goal of the paper: to guide radiology de-
partments in choosing AI solutions that not 
only enhance diagnostic precision but also 
improve patient outcomes and streamline 
workflows.

This review-opinion paper does not aim 
to provide an exhaustive list of commercial-
ly available applications or to meticulously 
review the scientific evidence behind them, 
as these topics have already been explored 
in earlier studies.15-18 Instead, the focus is on 
outlining the key factors to consider when 
choosing the right AI solutions for your ra-
diology department. While several earlier 
review-opinion pieces have addressed key 
factors relevant to purchasing an AI solution 
for radiology departments,18-20 the rapid pace 
of developments in this field highlights the 
need for up-to-date and practical guidance. 

Furthermore, the authors of this paper, 
drawing on over 5 years of clinical, industri-
al, and academic experience, offer unique 
insights on each topic, thereby contribut-
ing to and enriching the existing literature. 
Throughout this paper, we aim to illustrate 
each factor with hypothetical scenarios to 
enhance understanding and relatability for 
our readers, thereby making the content 
more accessible and practically applicable. 

The genesis of these hypothetical scenarios 
lies in our extensive firsthand experience, 
which spans clinical usage, participation in 
radiology hackathons, contributions to ac-
ademic research, and involvement in the 
development and assessment of AI technol-
ogies-both commercially available and in 
experimental stages. While these scenarios 
are presented in a hypothetical format, they 
are deeply informed by real-world situations 
and challenges we have encountered in our 
professional journey. This methodological 
choice is driven by our commitment to shar-
ing valuable, generalized insights without 
referencing specific brands, entities, or insti-
tutions, thereby avoiding potential bias and 
preserving the focus on the universal appli-
cability of the guidelines we propose.

These scenarios are crafted to provide 
a clearer understanding of the fundamen-
tal aspects of each factor, enabling readers 
to make more informed decisions when 
considering the purchase of an AI solution. 
Ultimately, this paper aspires to serve as a 
practical guide for radiologists and depart-
ment administrators, aiding them in making 
well-informed decisions about integrating 
AI solutions into their practice and thus con-
tributing significantly to the advancement of 
radiological services and patient care.

Key factors to consider
Among the numerous commercially avail-

able AI products, the first step for radiologists 
is to sift through the “hype” surrounding the 
use of AI and assess its “clinical relevance.” 
This involves identifying their current or 
near-term needs and goals and determining 
which AI products may meet those needs. 
We have determined that assessing clinical Main points

• The paper provides guidance on choosing 
artificial intelligence (AI) solutions that align 
with clinical goals and enhance diagnostic 
accuracy in radiology.

• It emphasizes the importance of thorough 
performance evaluation and external vali-
dation of AI models for reliable clinical ap-
plication.

• The paper highlights the necessity for AI 
solutions to integrate smoothly into exist-
ing workflows with user-friendly interfaces.

• The paper discusses the financial aspects of 
AI solutions, focusing on cost-effectiveness 
and the potential for a positive return on 
investment.

• The paper stresses the importance of adher-
ing to regulatory standards and ensuring 
data security and privacy in AI integration 
in radiology.

Figure 1. The number of (a) CE-marked and (b) FDA-approved commercially available radiology AI software 
per subspecialty. The most common AI software is for neuro followed by chest imaging for both CE-marked 
and FDA-approved products. CE, Conformité Européenne; FDA, Food and Drug Administration; AI, artificial 
intelligence.

a b



AI in radiology: choosing the right solutions 

relevance is the most crucial initial step for 
radiologists. This is because, without ensur-
ing the suitability of a proposed solution for 
the department’s needs, attention to other 
outlined aspects may divert focus and com-
plicate the decision-making process. Indeed, 
in its 2019 white paper, the European Society 
of Radiology underscored the significance 
of the clinical relevance of AI products to 
specific radiology departments, introducing 
the term “use case.” This paper defines a use 
case as a specific clinical application of AI in 
radiology, suggesting that use cases repre-
sent precise scenarios within the radiology 
service chain where automation could deliv-
er significant value and help establish stan-
dards.21

Following this initial evaluation of a prod-
uct’s use case and its relevance to a radiology 
department’s needs (i.e., clinical relevance) 
and drawing from our experience and pre-
vious work, radiologists should consider the 
following key factors: performance and val-
idation,22 implementation and integration,4 
clinical usability,23,24 costs and return on in-
vestment (ROI),4 regulations,25,26 security and 
privacy.27-29

Figure 3 presents a roadmap for choosing 
the right AI solutions for radiology depart-
ments, addressing these key factors. Addi-
tionally, Table 1 provides a checklist present-
ing items for each factor when purchasing an 
AI solution for a radiology department.

Clinical relevance
In the context of the burgeoning AI tech-

nology market, it is crucial for radiology 
departments to critically review and evalu-
ate the myriad of commercial AI products 
available. An AI solution can provide a wide 
spectrum of clinical value, as documented 
in earlier work.30,31 However, most current AI 
solutions in medical imaging are designed 
to focus on one or, at most, two aspects of 
radiological tasks, limiting their scope to spe-
cific diagnostic or operational challenges. 
This specialization underscores the narrow 
focus of AI, which, while beneficial in certain 
contexts, may not fully address the complex-
ity of radiological diagnostics or operational 
efficiency. These products, while offering a 
broad spectrum of potential clinical value, 
are predominantly examples of “narrow AI.” 
Narrow AI, also known as weak AI, refers to 
AI systems that are designed and trained for 
a particular task. These systems, unlike their 
“broad AI” or “artificial general intelligence 
(AGI)” counterparts, do not possess the abili-
ty to perform any intellectual task that a hu-
man can. An example of AGI, which remains 
a theoretical concept at this stage, would be 
an AI such as ChatGPT, which can engage in 
a wide range of tasks, including conversing, 
reasoning, and learning across different do-
mains without being explicitly programmed 
for them.32

Given this backdrop, the clinical relevance 
of an AI solution for one department may not 
necessarily align with the needs of another, 
emphasizing the importance of departments 
defining their unique requirements and ex-
pectations from AI technologies. This is best 
illustrated through a hypothetical scenario: 
imagine an AI solution designed for prostate 
magnetic resonance imaging (MRI) interpre-
tation, aiming to automate the Prostate Im-
aging Reporting and Data System process.33

This hypothetical product does not of-
fer automated volumetric analyses of the 
gland or prostate density scores using pros-
tate-specific antigen, nor does it assess the 
probability of lesions harboring clinically 
significant prostate cancer. Its performance 
surpasses that of radiology residents and 
less-experienced readers but does not reach 
the level of expertise of prostate imaging 
specialists. Primarily, this product is aimed 
at institutions with high volumes of pros-
tate MRI examinations and those employing 
less-experienced radiologists or residents for 
interpretations.

Figure 2. The number of FDA-approved commercially available radiology AI software each year. There 
has been an increasing trend in the number of commercially available applications, with a steep increase 
observed after 2015. However, there appears to be a stabilization after 2022 and even a slight decrease in 
2023 compared with 2022. FDA, Food and Drug Administration; AI, artificial intelligence.

Figure 3. The roadmap for choosing the right AI solutions for radiology departments, addressing key factors. 
First, radiologists must critically evaluate the clinical relevance of AI products for their department’s specific 
needs, covering the scope of the product, its features and outputs, intended end-users, and potential 
clinical benefits. Then, they should thoroughly evaluate performance and validation, implementation 
and integration, clinical usability, cost and return on investment, and regulations, security, and privacy. AI, 
artificial intelligence.       
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In an academic center specializing in 
prostate imaging, where radiology residents 
frequently pre-read prostate MRI examina-
tions, such a product may yield high user 
satisfaction and a strong ROI. Conversely, its 
benefits may be minimal in a center that sel-
dom performs prostate MRI examinations or 
in a tertiary center where only expert radiol-
ogists interpret these examinations.

If this hypothetical product were to in-
clude additional features such as volumet-
ric assessment and structured reporting, it 
could significantly reduce reporting time 
and improve interdisciplinary communica-
tion.34,35 Thus, the product could also become 
invaluable in the tertiary center only staffed 
by expert prostate radiologists. Additionally, 
it could enhance the performance of less-ex-

perienced radiologists in the center who 
infrequently perform prostate MRI examina-
tions, potentially enabling these centers to 
expand their patient base into prostate im-
aging.36

While this example is hypothetical, it 
mirrors the complexity and diversity of re-
al-world scenarios in radiology departments. 
It serves as a prompt for radiologists and 

Table 1. Checklist for choosing the right AI solutions for your radiology department

Clinical relevance

Scope of the product: Assess if the product’s focus area aligns with the department’s priorities.
Intended end-users: Identify the primary users of the product-will it be more beneficial for less-experienced or experienced 
readers?
Product features and outputs: Examine the system’s outputs critically.
Potential clinical benefits: Evaluate how many patients or procedures could benefit daily from the product’s use.

Performance and 
validation

Evidence of external validation: Seek validation from external independent bodies, studies, or reference centers.
Comprehensive performance metrics: Review all relevant performance metrics and compare them with field standards or 
benchmarks.
Real-world performance data: Inquire about the model’s performance in diverse real-world clinical settings.
Pilot testing: Consider conducting a pilot test using the AI solution within the department to observe its real-time 
performance and impact.

Implementation and 
integration

Vendor compatibility: Examine how well the AI tool integrates with MRI, CT, PACS, and products from different vendors. 
IT resource availability: Assess if the department has adequate IT personnel for setup and integration or if additional 
resources are required.
Implementation support: Determine if the vendor provides direct implementation support or if it is outsourced to a third 
party.
Hardware requirements: Check if the AI tool demands high-performance GPUs or other specific hardware.
Workflow Integration: Evaluate how the AI tool will fit into the existing workflow and its potential impact on diagnostic 
processes.

Clinical usability 

Integration with PACS system: Check the seamless integration of the AI tool with the existing PACS system.
User interface: Evaluate the intuitiveness and ease of navigation of the AI tool’s user interface, and the extent of training 
required for effective usage.
Efficiency of use: Consider the number of steps or mouse clicks needed to operate the AI tool, particularly for high-volume 
examination scenarios.
Automated processing and result presentation: Determine if the AI tool automates processing and offers a user-friendly 
result presentation, such as through DICOM secondary capture or PDF reports.
Alignment with workflow and case types: Ensure that the AI tool’s design and functionality align with the department’s 
workflow and the types of cases commonly handled.
Outputs: Evaluate the simplicity and accessibility of the AI outputs, including the placement of elements such as binary labels 
(“normal image,” “abnormal image”) and the option to hide or display additional features, such as bounding boxes or heat 
maps.

Costs and ROI

Financial investment evaluation: Assess the overall financial investment required for implementing the AI solution, including 
initial costs and any recurring expenses.
Insurance reimbursement: Determine the availability and extent of insurance reimbursements for the AI solution.
Purchasing models comparison: Compare different purchasing models offered, such as annual licenses versus per-use fees, to 
identify which is most cost-effective for your department’s needs.
ROI analysis: Analyze the potential value and efficiency improvements provided by the AI solution to justify its costs, focusing 
on both quality and efficiency improvements.
Potential benefits estimation: Estimate potential financial benefits, such as reduced workload or diagnostic errors, and 
consider scientific evidence to support these benefits.

Regulations, security and 
privacy

Compliance with international standards: Verify that the AI system complies with international regulatory standards, such as 
the FDA in the United States and the European Union’s CE marking. 
Adherence to data protection laws: Confirm that the AI solution adheres to health data protection standards relevant to the 
region, such as HIPAA in the United States or GDPR in Europe, and any national standards, such as Türkiye’s KVKK.
Data security measures: Evaluate the AI system’s data security measures, including encryption protocols and access controls, 
to ensure patient data are protected, particularly if cloud-based solutions are used.
Local data storage capabilities: For regions with specific data residency requirements, check whether the AI solution can store 
data locally, in compliance with national laws.
Vendor data usage policies: Review the AI vendor’s policies regarding the use of hospital data, particularly clauses related to 
data usage for product improvement or other purposes, to ensure alignment with the hospital’s data privacy policies.
Trial integration and IT assessment: Conduct a trial integration of the AI solution with the assistance of IT professionals to 
identify potential compliance or technical issues before full implementation.

AI, artificial intelligence; MRI, magnetic resonance imaging; CT, computed tomography; PACS, picture archiving and communication system; IT, information technology; 
GPU, graphics processing unit; DICOM: Digital Imaging and Communications in Medicine; PDF, portable document format; ROI, return on investment; FDA, Food and Drug 
Administration; CE, “Conformité Européene” (European Conformity); HIPAA, Health Insurance Portability and Accountability Act; GDPR, General Data Protection Regulation; KVKK, 
“Kişisel Verileri Koruma Kanunu” (Personal Data Protection Act).
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administrators to consider a wide array of 
factors in their decision-making process, en-
suring that the AI solutions they adopt truly 
enhance their practice and patient care.

This scenario underscores several critical 
considerations for radiology departments 
when selecting an AI solution: scope of the 
product, intended end-users, product fea-
tures and outputs, and potential clinical ben-
efits. Further details are presented in Table 1.

Performance and validation 
The evaluation of diagnostic performance 

in AI models is led by established guidelines, 
such as the Consolidated Standards of Re-
porting Trials-Artificial Intelligence and the 
Checklist for Artificial Intelligence in Medical 
Imaging.37,38 These standards advocate best 
practices in assessing AI models, necessitat-
ing detailed information about the AI model. 
This includes model architecture, training 
strategy, hyperparameters, unique additions 
to the base model, overfitting avoidance 
techniques, and explainability mechanisms. 
In addition, comprehensive data details, 
such as size, demographics, scanner types, 
potential biases, preprocessing methods, 
and augmentation techniques, are crucial.

In research contexts, where models are 
trained, validated, and tested, this exhaus-
tive information is typically available for re-
view and audit. This transparency facilitates 
the assessment of AI models against perfor-
mance and transparency standards.

However, in clinical settings, AI solutions 
are often provided by commercial firms or 
startups, which may be hesitant to disclose 
in-depth information about their technolo-
gy or data due to proprietary concerns and 
commercial sensitivities.39

To illustrate these challenges, let us con-
sider a hypothetical scenario: imagine an AI 
solution designed for detecting large vessel 
occlusion (LVO) in computed tomography 
(CT) angiography. This product, boasting a 
diagnostic accuracy of 88% on an external 
dataset from two hospitals and 24,355 pa-
tients, is marketed for its rapid assessment 
capability, alerting physicians within 5 min-
utes of image receipt.

At first glance, this seems promising; how-
ever, critical information is often missing. For 
example:

- The diagnostic accuracy alone offers an 
incomplete performance picture; addition-
al metrics, such as sensitivity, specificity, 
and negative and positive predictive values 

scores, are necessary for a comprehensive 
understanding.

- The prevalence of LVO in the study popu-
lation and the patient demographics should 
be clarified.

- Details on the model’s ability to detect 
distal or posterior system LVOs and wheth-
er these cases were included in the perfor-
mance metrics are crucial.

- Information on whether the study was 
retrospective or if the model was tested in 
real-time clinical settings is vital.

- Independent research using the soft-
ware, potential conflicts of interest among 
authors, and the nature of the research are 
important considerations.

Radiologists may also seek real-life perfor-
mance evidence from peers who have used 
similar products or may request the com-
pany to demonstrate the product’s efficacy 
with their own cases.

This scenario underscores several critical 
considerations regarding the performance 
and validation for radiology departments 
when selecting an AI solution: evidence of 
external validation, comprehensive perfor-
mance metrics, real-world performance data, 
and pilot testing. These are summarized in 
Table 1.

Although the “performance and valida-
tion” is crucial, as discussed above, we also 
acknowledge the difficulty of rigorously 
evaluating the diagnostic performance of 
AI models, particularly in high-demand ra-
diological environments. The practical chal-
lenges of conducting such evaluations in 
busy practices cannot be overlooked, given 
that not every radiology department has 
the necessary infrastructure or resources for 
comprehensive, independent assessments 
of AI solutions. 

This recognition extends to well-estab-
lished and trusted firms in our sector, includ-
ing picture archiving and communication 
systems (PACS) and hardware providers, who 
have already begun offering validated prod-
ucts from third-party vendors (e.g., startups 
that are relatively new compared with the 
sector’s stalwarts).40,41 Such initiatives by 
trusted firms and collaborations between ra-
diology departments and these entities are 
crucial. They enable radiology departments 
to leverage the expertise and resources of es-
tablished providers, streamlining the process 
and ensuring that the evaluation of AI solu-
tions meets rigorous and reliable standards. 

This collaborative approach not only reduces 
the workload on individual departments but 
also facilitates a more efficient and effective 
integration of AI technologies into radiolog-
ical practices.

Implementation and 
integration

A critical, yet often overlooked, aspect of 
AI products is the ease of integration into the 
existing workflow of a radiology department. 
It is essential that this integration causes min-
imal-ideally no-disruption. Determining who 
will perform the implementation is equally 
important. Additionally, choosing between 
cloud-based or on-premises solutions, and 
considering the necessary computational 
power, are key elements. These latter factors 
are often more apparent to potential buyers 
of radiology AI solutions.

A recent survey by the Dutch Society 
of Radiology highlights implementation 
challenges as a major obstacle to broader 
AI adoption in radiology clinics.4 The im-
plementation process, though seemingly 
straightforward, is in fact complex and multi-
faceted, requiring collaboration between ra-
diologists, IT specialists, software engineers, 
and hospital administrators to ensure accu-
rate and safe integration.42

Hospitals vary in their infrastructure, ex-
pertise, and PACS capabilities. Many experts 
emphasize the need to build a suitable in-
frastructure for the seamless integration of 
machine learning-based applications in ra-
diology clinics.43,44 This infrastructure devel-
opment requires substantial effort and time 
and extends beyond the sole responsibility 
of radiologists. However, radiologists should 
be aware of their current capabilities and 
seek products that align well with their exist-
ing infrastructure.

From our perspective, the burden of en-
suring smooth integration should not rest 
solely on radiologists. AI solution developers 
for radiology must provide flexible, easily 
integrable products suitable for a range of 
infrastructures, from basic to advanced. They 
should actively participate in the integration 
process, alleviating the strain on IT resources 
and facilitating the adoption of their prod-
ucts.45

Here, we construct a hypothetical scenar-
io to illustrate the complexity of implemen-
tation and the factors radiologists should 
consider when purchasing an AI product. 
Consider a small team of radiologists from a 
mid-sized department who are evaluating an 
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AI solution for chest X-ray analysis, driven by 
an inability to keep pace with high imaging 
demand. Having successfully identified their 
clinical needs and evaluated the diagnostic 
performance of the solution, they now face 
several implementation challenges. 

First, system compatibility issues arise, as 
the AI tool is not fully compatible with their 
existing PACS system, necessitating system 
modifications or additional modules from 
the AI vendor. This adds complexity to the 
implementation process. Additionally, ded-
icated IT personnel are needed for the set-
up and integration, but the department’s IT 
resources are already overstretched and are 
raising concerns about managing this extra 
workload. After buying the product, the ra-
diologists realize that the vendor of the soft-
ware provided implementation via a third 
party in their country, which does not have 
the necessary expertise or knowledge re-
garding the product.

As the implementation process progress-
es, the radiology department encounters 
additional challenges related to hardware re-
quirements. The AI tool, being advanced in its 
capabilities, requires a robust computational 
setup, including high-performance graph-
ics processing units, to efficiently process 
the imaging data. The department’s exist-
ing hardware infrastructure is not equipped 
to handle such demanding computational 
tasks, leading to the necessity of significant 
hardware upgrades.

This example shows the importance and 
complexity of implementation and what 
may go wrong and cause frustrations during 
the implementation. Unfortunately, such a 
hypothetical scenario is not uncommon and 
underscores the need for a thorough evalua-
tion of various factors beyond clinical utility 
and performance when implementing an AI 
solution in a radiology department.46 

Detailed explanations of critical consid-
erations concerning the implementation 
and integration of AI solutions for radiology 
departments are provided in Table 1, catego-
rized under the subheadings of vendor com-
patibility, availability of IT resources, support 
for implementation, hardware requirements, 
and workflow integration.

Apart from the key factors discussed 
above, we acknowledge that the challenges 
of implementing AI in radiology, notably the 
communication gap between AI developers 
and PACS administrators, alongside the ne-
cessity for interface customization, are well 
recognized. In addressing these, the emer-

gence of commercial platforms, including AI 
application marketplaces, offers a promising 
solution.47-50 These platforms enhance the 
integration process, providing standardized 
frameworks and addressing customization 
needs, thereby supporting productivity im-
provements in radiological practices. Their 
role in facilitating effective communication 
and streamlined implementation is crucial 
for the seamless adoption of AI technologies 
in radiology.

Clinical usability
The widespread adoption and success of 

AI in radiology depend on several factors, 
notably how radiologists interact with AI sys-
tems. While no universally established best 
practices exist for designing effective AI tools 
in radiology, lessons can be learned from 
successful technology products in other in-
dustries. A common feature of such products 
is their simplicity, offering benefits in the 
most straightforward manner possible.

Simplicity and user-centric design are es-
sential. AI tools that are easy to use and fea-
ture intuitive interfaces are more likely to be 
adopted by radiologists, facilitating their in-
tegration into daily practice. Our experience 
and literature review indicate that simplicity 
in design and operation is crucial for the ef-
fectiveness and acceptance of AI tools in clin-
ical settings.23,24

Consider a hypothetical scenario high-
lighting the importance of simplicity: radiol-
ogists at a tertiary center specializing in mus-
culoskeletal imaging purchase an AI solution 
for automated fracture evaluation in plain 
radiographs. This high-performing product 
integrates well with the department’s in-
frastructure and PACS. Radiologists interact 
with the tool through a hyperlink in their pa-
tient browser, which opens a graphical user 
interface for running the AI engine and view-
ing results.

While this software may be suitable for 
low-throughput examinations such as pros-
tate or cardiac imaging, its use becomes 
problematic for high-volume radiographic 
examinations, particularly for time-pressed 
radiologists. The repetitive interaction, tak-
ing a few minutes per case, adds up signifi-
cantly over the day. A more efficient solution 
would be an AI tool that processes steps 
automatically and presents results directly 
in PACS, reducing the need for additional in-
teractions.

It is noteworthy that many products in 
the market are even more difficult to use, 

as they require radiologists to switch from 
their PACS to open the AI program or even 
change computers. Purchasing a product not 
integrated into PACS and having a complex, 
intrusive interface can be more burdensome 
and time-consuming than manually examin-
ing the image.

We suggest that a successful AI solution 
must be fully integrated with PACS, featur-
ing a user-friendly interface that can be used 
with minimal mouse clicks, or even without 
any clicks in a fully automated fashion for 
high-volume examinations. Such a solution 
should immediately distinguish pathological 
cases from normal ones with binary classi-
fication, ideally identify priority cases with 
acute findings, and highlight them on the ra-
diologist’s worklist for triage. Such a product 
would effectively serve as a second eye for 
the radiologist, exemplifying the vital role of 
simplicity in the design and functionality of 
AI tools in radiology.

In this context, radiologists should evalu-
ate the simplicity of a radiology solution as 
follows: integration with a PACS system, user 
interface, efficiency of use, automated pro-
cessing and result presentation, alignment 
with workflow and case types, and outputs 
(Table 1).

Costs and return on 
investment

According to the Dutch Society of Radiol-
ogy, the primary obstacle to AI adoption in 
radiology clinics is cost.4 Implementing AI 
solutions in radiology departments involves 
significant financial investments. In most 
healthcare systems, AI solutions are not gen-
erally covered by government or private in-
surance policies, with a few exceptions in the 
United States, as indicated by the expanding 
coverage of certain AI products under Medi-
care or Medicaid.51 This supports the findings 
of the Dutch Society of Radiology survey, 
which highlights the crucial role of cost in AI 
solution adoption.

AI solutions are presently available with 
various purchasing models, including life-
long licensing, annual licenses, and per-use 
fees. Radiologists must carefully consider 
which model best suits their department’s 
needs. Many AI startups favor subscrip-
tion-based models over outright capital in-
vestments in contrast to traditional medical 
hardware or software manufacturers.20

Determining the most suitable purchas-
ing model is a critical task that requires 
careful evaluation. For example, consider a 
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radiology department that performs 10,000 
mammography examinations each year and 
is considering adopting software to perform 
breast cancer evaluation for mammography 
screening. Suppose this software is available 
with an annual licensing fee of $20,000, inclu-
sive of hardware and service costs. Although 
this may be a familiar purchasing approach 
for many radiologists, it is not necessarily the 
most cost-effective option. 

Now consider an alternative purchasing 
model where the software is available with 
an initial installation fee of $2,000, plus a 
per-examination fee of $1. In this scenario, 
the department may realize significant cost 
savings. With 10,000 examinations a year, the 
total cost would be $12,000 ($2,000 installa-
tion plus $10,000 for examinations), substan-
tially lower than the flat annual license fee. 
This example underscores the importance of 
thoroughly examining and comparing differ-
ent purchasing models to identify the most 
economically viable option for the depart-
ment.

When evaluating the costs of AI solutions 
in radiology, it is equally important to con-
sider the ROI. This analysis assesses whether 
the AI solution will provide sufficient value 
and efficiency improvements to justify its ex-
penses. While ROI analysis is more straight-
forward for algorithms that speed up MRI 
examinations or reduce CT radiation doses, 
it becomes complex for AI solutions aimed 
at medical image interpretation.52 This com-
plexity arises from the challenge of quantify-
ing intangible benefits.

For hospital or radiology administrators, 
financial viability often hinges on ROI, which 
can be a major obstacle, particularly in the 
absence of insurance reimbursements for ra-
diology AI software.53 The evaluation of ROI 
encompasses two aspects: quality and effi-
ciency improvement. Quality improvement, 
such as enhanced diagnostic accuracy or 
error reduction, can be difficult to translate 
into financial ROI due to its complexity and 
reliance on assumptions. Efficiency improve-
ments, however, can be more directly mea-
sured by time savings in study read times us-
ing AI software. Saved person-hours provide 
a tangible way to demonstrate the software’s 
value, making it particularly appealing in 
competitive markets where efficiency in re-
petitive tasks is prized.54

Although calculating the exact ROI can 
be challenging or even impossible for ra-
diology departments or hospital managers, 
it remains a critical exercise. This challenge 
is comparable with the difficulty in demon-

strating the financial benefits of national 
breast cancer screening programs, which re-
quire extensive time and data across numer-
ous cases.55 Consequently, it may not be fea-
sible for a radiology department to precisely 
determine the ROI of an AI solution for breast 
cancer detection in mammography.

Despite this, radiologists should still eval-
uate potential financial benefits and roughly 
estimate the ROI, while also considering oth-
er key factors, such as clinical relevance, per-
formance, implementation, and simplicity. If 
a department has the necessary budget or 
means to cover the product’s costs, and there 
is an expectation of benefits, such as reduced 
workload or diagnostic errors, potentially 
supported by scientific evidence, it may still 
be justifiable to invest in an AI solution with-
out exact ROI calculations.

In this context, radiologists should evalu-
ate the costs and ROI of radiology solutions 
as follows: financial investment evaluation, 
insurance reimbursement, purchasing mod-
els comparison, ROI analysis, and potential 
benefits estimation (Table 1).

In addition to the considerations dis-
cussed above, it is important to acknowl-
edge the geographical variability in practic-
es related to the cost and reimbursement 
for AI solutions in radiology. For example, 
in the United States, Medicare offers reim-
bursement for certain medical imaging AI 
solutions, such as those related to stroke 
imaging, as well as candidate applications, 
such as pulmonary embolism and subdural 
hematoma.51 However, even these policies 
are subject to change, being valid for defined 
periods with uncertain futures regarding 
their continuation. Therefore, it is essential 
to stress that reimbursement policies for AI 
solutions are rapidly evolving. While it may 
be possible to describe the current state of 
affairs, these conditions are likely to change 
over time, making it challenging to provide a 
static overview that remains accurate.

Regulations, security, and privacy

Security and privacy are paramount in 
healthcare and radiology departments, 
particularly when considering the sensitive 
nature of health and imaging data. The rap-
id integration of AI solutions into radiology 
necessitates robust security and privacy 
measures. AI solutions, whether on-premises 
or cloud-based, involve integration with var-
ious data sources, such as health information 
systems (HIS), research information systems 
(RIS), and PACS, encompassing both imaging 
and other data processing tasks. The sensi-

tive nature of medical data, including patient 
images, diagnostic information, and person-
ally identifiable information, requires strin-
gent data protection mechanisms. Radiology 
departments, being central hubs of medical 
data, AI solutions, and caregivers, must ad-
here to strict security standards and regu-
lations. In 2021, Expert Insights from Health 
Devices identified AI in radiology as a major 
healthcare risk.56

Medical device regulations vary global-
ly but typically align with major standards, 
such as the FDA in the United States25 or the 
European Union’s CE marking.26 Health data 
protection standards, such as the Health In-
surance Portability and Accountability Act 
(HIPAA) in the United States or the General 
Data Protection Regulation (GDPR) in Eu-
rope,27,28 are also critical. Additionally, na-
tional standards, such as Türkiye’s “Kişisel Veri 
Koruma Kanunu” (Personal Data Protection 
Act) have similarities with GDPR and HIPAA 
but also include unique requirements, such 
as mandating that healthcare providers keep 
health data within the country’s borders, ir-
respective of anonymization.29 Furthermore, 
the FDA and CE markings encompass re-
sponsibilities regarding patient data integri-
ty and cybersecurity.57,58

However, it is important to note that ad-
dressing regulations, security, and privacy 
in the context of AI acquisition is a complex 
task. It involves not only radiologists but also 
hospital managers, IT specialists, device pro-
viders, and legal experts specializing in med-
ical devices. Consider a scenario in which a 
leading radiology department in Europe 
plans to implement an AI system for en-
hanced brain MRI analysis. The department 
is known for its innovative approach and di-
verse patient base and must navigate com-
plex regulatory and security challenges. The 
AI system, developed by a global technology 
company, claims compliance with stringent 
regulations, including the FDA standards in 
the United States, the European Union’s CE 
marking, and the HIPAA and GDPR frame-
works.

The integration of the device involves 
connecting with existing HIS, RIS, and PACS 
systems. It is declared compliant with inter-
national standards and incorporates data 
security measures, encryption protocols, and 
access controls. The radiologists conduct 
evaluations with the manufacturer, focusing 
on the “CIA triad”: confidentiality, integrity, 
and availability,59 which includes robust au-
thentication protocols, regular security au-
dits, and keeping up with cybersecurity best 
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practices.60 A decision is made to initiate a 
demonstration integration of the product.

However, initial document checks by the 
information technology (IT) department re-
veal that the device complies with HIPAA 
but not GDPR requirements and runs on 
the cloud, not accommodating the local 
data storage rule of their country. Discus-
sions with the manufacturer reveal that they 
are close to finalizing GDPR registration, as 
evidenced by their documents. When the 
hospital IT team and the manufacturer as-
sess the possibility of running the device on 
cloud servers within the country’s borders, 
they find no dedicated hardware available 
for running this advanced algorithm locally. 
Moreover, the legal team, upon reviewing 
the contract proposed by the manufacturer, 
discovers a clause allowing the company to 
use the hospital’s data to improve their prod-
uct, which is firmly opposed by the hospital 
administrators.

Despite initial intentions, the process 
brings many challenges and ends in disap-
pointment, highlighting the complexities 
and importance of considering regulations, 
security, and privacy. This scenario under-
scores the need for involvement from legal 
experts and IT personnel in the early stages 
and the meticulous assessment of these key 
areas. 

Table 1 offers additional elaboration with 
subsections including compliance with in-
ternational standards, adherence to data 
protection laws, data security measures, local 
data storage capabilities, vendor data usage 
policies, and trial integration and IT assess-
ment.

These items provide a comprehensive 
checklist to guide radiologists and hospital 
administrators in ensuring that the integra-
tion of AI solutions into radiology practices 
complies with necessary regulations and 
maintains the highest standards of security 
and privacy.

Final thoughts and 
conclusions

In this review-opinion article, we first pro-
vided an overview of the current AI solutions 
for radiology and discussed key factors to 
consider when choosing appropriate AI solu-
tions for radiology departments. We mainly 
focused on AI solutions aiming at carrying 
out interpretative tasks, which routinely ne-
cessitate the expertise and active participa-
tion of radiologists. 

Although we did not and could not cover 
every aspect of choosing the right solution 
for a radiology department, and key factors 
and their content may rapidly change due to 
the fast pace of developments of AI technol-
ogies, throughout the paper, we attempted 
to simplify the concepts with hypothetical 
examples, drawing on our 5 years of clinical, 
industrial, and academic experience and the 
existing literature. Furthermore, we provided 
a checklist consisting of a set of questions 
and/or items for each criterion, which ra-
diologists may quickly check before starting 
discussions with AI providers. This will help 
them make well-informed decisions about 
integrating AI solutions into their practice, 
thus contributing significantly to the ad-
vancement of radiological services and pa-
tient care.

In addition to the considerations outlined 
above, we recommend the establishment 
of a departmental review (or assessment) 
board specifically for the procurement of AI 
solutions. This board should ideally comprise 
a multidisciplinary team, including institu-
tional IT officials, legal counsel, end-users, 
and administrative officials. The creation 
of such a board facilitates a structured and 
comprehensive evaluation process, ensuring 
that the selected AI solutions align with the 
strategic goals of the department, adhere 
to legal and ethical standards, and meet the 
practical needs of end-users. The establish-
ment of these boards, as observed in our 
experiences and those of our international 
colleagues, may represent a proactive step 
towards embracing the complexities and op-
portunities presented by AI in radiology. 
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